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Course Aims

� Analyze existing technologies, techniques and 
protocols to support timeliness in the network

� Establish a relationship between those technical 
solutions and the system macroscopic properties 
(services)

� Analyze the network impact on
Distributed Computer Control Systems

� Focuses on Embedded Control 
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Course Outline

�Basic concepts of communication
�Temporal control of the communication
�Medium Access Control protocols
�Analysis of network-induced delay and end-

to-end-latencies
�The network impact on DCCS
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Part 1
Basic concepts of communication
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Nowadays, complex embedded systems are
distributed, with a network connecting several 
active components

�Cars, trains, planes, industrial machinery ...

Towards distribution
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Also, the number of automatic control loops
within such systems increased dramatically
motivated by

� Increased safety
� Increased energy efficiency
� New functionality
� More confort
� ...

These are called
Distributed Computer Control Systems (DCCS)

Distribution and control

G(s)
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Avionics
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Train control
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Automotive
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Automotive
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VW Phaeton:

� 11.136 electrical parts in total

� 61 ECUs in total

� external diagnosis for 31 
ECUs via serial communication

� optical bus for high bandwidth 
Infotainment-data

� sub-networks based on 
proprietary serial bus

� 35 ECUs connected by 
3 CAN-busses sharing:

� appr. 2500 signals

� in 250 CAN messages
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Automotive and control

Bosch traction control system (TCS)

���
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USB

Attitude
controller

Kicker

FTT
Master

Odometry
manager

Gateway

Global vision webcam

Mot 1 Odo
m 1Mot 2 Odo

m 2
Mot 3 Odom 3

Local vision webcam

� 9 ECUs connected by 
1 CAN-bus conveying:

� 9 periodic messages

� 12 aperiodic messages

The CAMBADA 
robotic soccer team

Autonomous robotics
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�Processing closer to data source / sink
� Intelligent sensors and actuators

�Dependability
� Error-containment within nodes

�Composability
� System composition by integrating subsystems

�Scalability
� Easy addition of new nodes with new or replicated 

functionality
�Maintainability

� Modularity and easy node replacement
� Simplification of the cabling

Why distributed architectures

G(s)
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There is also a trend to increase integration
among subsystems as a way to

� Improve efficiency in using systems resources
�Reduce number of active components and costs
�Manage complexity

Towards integration
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Higher integration and distribution lead to a stronger 
impact of the network on the global system properties:

� Composability, timeliness, flexibility, dependability...
And may impact on the quality of the network services

Network

G(s)

Bandwidth:
Limited shared resource

Network-centric trend

Communication 
requirements must be 
considered together with 
execution requirements at 
early phases of system 
design
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Typical DCCS service requirements

� In typical DCCS the network must support
� Efficient transmission of short data (few bytes)
� Periodic transmission (monitoring, feedback control) with 

short periods (ms) and low jitter
� Fast transmission (ms) of aperiodic requests (alarms)
� Transmission of non-real-time data (configuration, logs)
� Multicasting

Fieldbus

 

M 1  M 2  M 3  in p u t 
ou tp u t 

v1  v2  v3  

Main
Controller

Motor
drive

Motor
drive

Motor
drive

Parts
detector

Parts
detector

Speed
sensor

Speed
sensor

Speed
sensor

Controller 
unit

Controller 
unit

Controller 
unit

•Short data
•Periodic & aperiodic,
•Single broadcast 
domain
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How difficult is it 
meeting these requirements?

How to build networks that meet them?
How to verify that

the requirements are met?
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The network in a DS

� The network is a fundamental component in a 
distributed system (DS) supporting all the 
interactions among nodes

� Thus, it is also a critical resource since loss of 
communication, results in the loss of all global 
system services

Node 2

Node n

Node 1
Node 3

Network

Distributed System
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But what is a network?

� Physical infrastructure ?
�Wiring
�Connectors
�Networking equipment

OR

� Communication system ?
�Physical infrastructure plus
�Network access interfaces
�Protocol stack

Preferred
definition for 
“networkers”

Supports a system-wide
vision that facilitates
reasoning about the
interplay between all
communicating nodes.
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Computing node

Network interfaces

� The network extends up to the
Communication Network Interface (CNI)
that establishes the frontier between 
communication system and the node host 
processor  (kopetz, 1997)

Comm. 
controller

Host
processor

Local 
resources

Network connection

Communication
system

CNI

Network wiring
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Purpose of the network

� To deliver communication services to the 
requesting nodes (i.e., to transport messages 
from the CNI of a sender node to the CNI of a 
receiver node) reliably, securely, efficiently and 
(for a real-time network) timely

Network

CNI

Node A
Node B
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Messages

� Interactions are supported by message passing
� A message is a unit of information that is to be

transferred, at a given time, from a sender process to 
one or more receiver processes

� Contains both the respective data as well as the 
control information that is relevant for the proper 
transmission of the data (e.g. sender, destination, 
contents).

234ret
3err
Sdfsd
wererert
zxcxcvb

data

destination

sender
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Transactions

� A network transaction is the sequence of actions
within the communication system required to 
accomplish the effective transfer of a message’s 
data.

� A transaction might include the transfer of messages 
carrying protocol control information, only. These are 
referred to as control messages.

� A multi-message transaction is atomic when all its 
messages must be transmitted without interruption.

Control mesg

Mesg with
effective data

Network-transaction
time

control data
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Transactions

� Many networks automatically break large messages in 
smaller packets (fragmentation/reassembly).

� In that case, a message transaction includes several 
elementary network transactions that correspond to 
the transfer of the respective packets.

� A packet is the smallest unit of information that is 
transmitted without interruption (when there is no risk 
of confusion we will use message and packet
interchangeably).

Elementary network transactions

Message-transaction
time

Packet 0 Packet 1 Packet n...
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Transactions

� The data efficiency of the network protocol can 
be defined as the ratio between the time to 
transmit effective data bits and the total duration
of the respective transaction.

� In general:
The shorter the data per transaction,

the lower the efficiency is

  
durationn transactio

 tx_timedata
  Data_eff =

control data

control data
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Timing figures

� Typical figures of merit about the temporal behavior of the 
network:

� Network induced delay – extra delay caused by the  
transmission of data over the network. Some applications 
(e.g. control) are particularly sensitive to this delay

� Delay jitter – variation affecting the network induced delay. 
Some applications (e.g. streaming) are not much affected 
by the network delay but are highly affected by delay jitter

� Buffer requirements – when the instantaneous 
transmission from a node is larger than the capacity of the 
network to dispatch it, the traffic must be held in buffers. 
Too few buffers lead to packet losses
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Node B

Timing figures

NetworkNode A

tA
1 time

time
tA

2 tA
3 tA

4 tA
5

tA
1 tA

2 tA
3 tA

4 tA
5

tB
1 tB

2 tB
3 tB

4 tB
5

tB
i – tA

i = di , network-induced delay

di = qA
i + da

i + dt
i + qB

i , delay components

di – di–1 = ji , delay jitter

queuing – qA

dequeuing – qB

access – d a

transmission – d t

Reception instants may suffer
irregular delays due to interferences
from the network load, queuing
policies and processor load

network load
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Timing figures

� Other relevant figures of merit:

� Throughput – amount of data, or packets, that the network 
dispatches per unit of time (bit/s and packets/s).

� Arrival / departure rate – rate at which data arrives 
at/from the network (bit/s and packets/s).

� Burstiness – measure of the load submitted to the network 
in a short interval of time. Bursts have a profound impact 
on the real-time performance of the network and impose 
high buffering requirements. 
File transfers are a frequent cause of bursts.
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Timing figures

NetworkNode A

Node B

Arrival

rate

Departure

burstiness

network load

time( σi, ρi ) time( σo, ρo )

burstiness rate

Throughput ≤
Network capacity

time

of
fe

re
d

lo
ad ρi

σi (σ,ρ)-model
(Cruz, 1991)

1010--14 July 200614 July 2006 1st European Lab for Real1st European Lab for Real--Time and Control Embedded Systems Time and Control Embedded Systems -- Pisa, ItalyPisa, Italy 3232

RealReal--TimeTime Networks forNetworks for ControlControl SystemsSystems ©© LuisLuis AlmeidaAlmeida ARTIST2ARTIST2

� As opposed to a centralized system, in a distributed 
system each node has its own clock

� Without specific support, there is no explicit 
coherent notion of time across a DS

� Worse, due to drift, clocks tend to permanently 
diverge

Time across a network

Node

All clocks evolve at their own pace!
There is no relative phase control 
among periodic streams

Node

Node

Network

5h30

5h19

12h15
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� However, a coherent notion of time can be very important for 
several applications to:

– Carry out actions at desired time instants
e.g. synchronous data acquisition, synchronous actuation

– Time-stamp data and events
e.g. establish causal relationships that led to a system failure 

– Compute the age of data
– etc.

But how to synchronize the clocks across the network?

Time across a network
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� Clocks can be synchronized:
�Externally – an external clock source sends a time 

update regularly (e.g. GPS)
� Internally – nodes exchange messages to come 

up with a global clock value
�Master-Slave – A special node (time master) 

spreads its own clock to all other nodes
�Distributed – all nodes perform a similar role 

and synchronize their clocks using the clocks 
of the others, for example, using an average 
(e.g. FTA, Fault-Tolerant Average)

�...

Synchronizing clocks
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Clock synchronization requirements

• Example: Substation Automation
Class(Sync. Accuracy):  T1(1ms); T2(0.1ms); T3(25µs); 

T4(4µs); T5(1µs)
• Additional requirements for DCCS:

– Must be available on different networking technologies
– Minimal administration is highly desirable, 
– The technology must be capable of implementation on 

low cost and low-end devices, 
– The required network and computing resources should 

be minimal.
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Clock synchronization

Few definitions (Cpi(t) is the clock of node i at instant t)

• Accuracy αααα
|Cpi(t) - t| ≤ α for all i and t

• Precision δδδδ
|Cpi(t) - Cpj(t)| ≤ δ for all i, j, t

• Offset
Difference between Cp(t) and t

• Drift
Difference in growing rate between Cp(t) and t

t

Cp1(t)

t

Cp2(t)
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Clock synchronization

• Uncertainties in network-induced delay lead to 
limitations in the achievable precision

Node
5h30

Node
5h30

5h35

5h41

5h38

5h39

(De)Queuing times and access delays 
can be rather variable and large

5h30
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Clock synchronization

• Methods to achieve synchronization
– Measuring the round-trip delay (used by NTP)

– Network-induced delay estimated from ((t4-t1)-(t3-t2))/2 on node A

A

B
t1

t2 t3

t4

(t3-t2)
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Clock synchronization

• Methods to achieve synchronization
– Follow up messages (used by IEEE1588) 

(master-slave)
– Network-induced delay estimated from (t2-t1) on node B

A

B
t1

t3 t4

(t2)

t2

(t1)

Follow-up 
message

Sync 
message

End of 
transmission

IEEE1588 also uses the 
round-trip delay for the 
slave to correct the offset.
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Clock synchronization

• An important point is that clocks must be monotonic
t1 < t2 => Cpi(t1) < Cpj(t2) for all i, t1, t2

• Therefore, when applying a correction to a local clock care must be 
taken to keep the monotonicity property

t

t

Cpi(t)

Synchronization 
points

t

t

Cpi(t)

Non-monotonic 
clock Monotonic clock
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Part 2
Temporal control of communication
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Real-time messages

� A message related to a real-time entity (e.g. a sensor)
is a real-time message.

� Real-time messages must be transmitted within 
precise time-bounds to assure coherence between 
senders and receivers concerning their local views of 
the respective real-time entities

� Real-time messages can have 
event or state semantics Network

Local views of a real-time 
entity

Real-time 
entity
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Real-time messages

� Events are perceived changes in the system state. 
All are significant for state consistency across sender and 
receiver

� External events refer to the environment outside the computing 
system (normally asynchronous)

� Event messages must be queued at the receiver and removed 
upon reading. Correct order in delivery must be enforced

� State messages (containing state data) can be read many times 
and overwrite the values of previous messages concerning the 
same real-time entity.

1010--14 July 200614 July 2006 1st European Lab for Real1st European Lab for Real--Time and Control Embedded Systems Time and Control Embedded Systems -- Pisa, ItalyPisa, Italy 4444

RealReal--TimeTime Networks forNetworks for ControlControl SystemsSystems ©© LuisLuis AlmeidaAlmeida ARTIST2ARTIST2

� According to the type of messages (event or state) 
conveyed by the network, it can be

�event-triggered (event messages)
or

� time-triggered (state messages)

Event or Time triggering

Network

Temperature 
raised 2ºC

Network

Temperature 
is 21ºC

State

State 
change 
(event)

1010--14 July 200614 July 2006 1st European Lab for Real1st European Lab for Real--Time and Control Embedded Systems Time and Control Embedded Systems -- Pisa, ItalyPisa, Italy 4545

RealReal--TimeTime Networks forNetworks for ControlControl SystemsSystems ©© LuisLuis AlmeidaAlmeida ARTIST2ARTIST2

� Transactions, carrying event data, are triggered upon 
event occurrence.

� Consequently, transmission instants are generally 
asynchronous wrt the nodes or network.

� Receivers know about system state by means of the 
received events.

� The submitted communication load (number of 
simultaneous message transmission requests) may be very 
high (event showers).

Event triggered network

Node

Event occured in
the environment
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Event triggered network

Network

Temperature 
raised 2ºC

Temperature 
decreased 2ºC

m1

m2

time

receivertransmitter

t1

t2

What if:
m2 is lost?

Notice that:
∆∆∆∆t=t2-t1 is 
unbounded

Typical solutions 
involve limiting ∆∆∆∆t
(e.g. with heartbeat)
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� There is a notion of network time (explicit or implicit)
� Transactions, carrying state data, are triggered at 

predefined time instants.
� Receivers have a periodic refresh of the system state
� The submitted communication load is well determined.

Time triggered network

Node

All clocks are globally synchronized
There is relative phase control

Node

Node

Network
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Time triggered network

Network

m1

m4

time

receivertransmitter

t1

t4

Notice:
∆∆∆∆t=ti-ti-1 set 
according to 
system dynamics

Losing one 
message causes 
inconsistency 
during ∆∆∆∆t

Temperature is 20ºC
Temperature is 20ºC
Temperature is 21ºC
Temperature is 22ºC

m2t2

m3t3
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� Network transactions can be triggered by a local timer without a 
global notion of time (thus asynchronous wrt the network access). 
This is known as the timer-driven model exhibiting properties 
between ET and TT (it is basically an ET model with some level of 
burst control)

(Verissimo, 1996)

Timer-driven triggering

Node

All clocks are local
No relative phase control
But communication bursts 
are bounded

Node

Node

Network
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• Time-triggered network

Event vs time triggering

� Time-triggered network
� There is more knowledge about the future

� Transmission instants are predefined
� It is easier to design fault-tolerance mechanisms

� Low omission detection latency
� Simple management of spatial replication

� However, there is less flexibility to react to errors
� Retransmissions are often not possible because the traffic 

schedule is fixed
� Without spatial replication, latency to recover from an 

omission is normally long (about one period of the message 
stream)

� The communication protocol is substantially complex
because of the amount of global a priori knowledge
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� Event-triggered network
� There is few knowledge about the future

� Events can occur at any time
� More complex fault-tolerance mechanisms

� Use of failure detectors, e.g. using heartbeats
(maximum inter-transmission or silence time)

� Omission detection takes about one heartbeat period
� Replication is harder to manage (replicas may arrive at different 

instants in each channel)
� However, there is high flexibility to react to errors

� Retransmissions can usually be carried out promptly (or at least
tried…)

� Without spatial replication, latency to recover from an omission 
can be very short (time for one retransmission)

� The communication protocol is normally simple to deploy, 
using local information, only, with few or no a priori knowledge

Event vs time triggering
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Event vs time triggering

Time-triggered network Event-triggered network

Uses global a priori knowledge
Facilitates fault-tolerance

Prompt omission detection
Prompt replacement

Difficult backward recovery
Complex implementation

Uses local knowledge
Simple implementation

Simple backward recovery
Long omission detection
Complex fault-tolerance

What is more important?!

What about both?
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Transmission control

� Determines who triggers network transactions, 
application or network

� External control
Transactions are triggered upon explicit 
control signal from the application.
Messages are queued at the interface.
Highly sensitive to application design/faults.

� Autonomous control
The network triggers transactions autonomously.
No control signal crosses the CNI.
Applications exchange data with the 
network by means of buffers.
Deterministic behavior.

Node

Data interface, 
only

Node

Data and control
interface
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Transmission control

� All 4 combinations of network type and transmission control 
are possible, depending on how much global a priori knowledge 
there is and whether it is located within or outside the network:

� ET network with external control
no global a priori knowledge

� TT network with autonomous control
network includes global a priori knowledge

� ET network with autonomous control
some global a priori knowledge within the network 
(e.g. predefined servers per node)

� TT network with external control
global a priori knowledge kept by the application but 
outside the network

Typical approaches to 
combine ET and TT
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Information flow

� Determining end-to-end delay

� ET-network with external control
Transactions are composed of several elementary 
actions carried out in sequence.

� TT-network with autonomous control
The elementary actions in each intervenient 
(transmitter, network, receiver) are decoupled, 
spinning at an appropriate rate.

Node k
Task

A

Message M

Node n
Task

B

time

Task A Task B
qA qBd td a

Task A

Task B

d ee

Message M ...

d ee d ee

...

Requires relative
phase control to avoid
high delays and jitter
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Information flow

� In a TT-network

� The tight control of the relative phase required between all 
system activities (message transmissions and task 
executions) imposes rigid architectural constraints

�Time-triggered architecture
� The whole system must be designed altogether

(network and nodes)
� However, once the network is designed, nodes will not

interfere with each other (transmissions occur in disjoint
intervals)

�Composability with respect to temporal behavior
Messages from
node A

Messages from node B Bus time
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Protocol stack

Common services for class of apps.
Data semantics
Remote actions
End-to-end comm. control
Routing, logical addressing
Physical addressing, MAC, LLC
Topology, medium, bit-encoding

Node

Network
infrastructure

Physical

Data Link

Network

Transport

Session

Presentation

Application

The OSI reference model
Towards interoperability and open systems
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Protocol stack

Node A

Communication
System

CNI

Physical

Data Link

Network

Transport

Session

Presentation

Application

Very large computing
and communication
overhead for short

data items
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Real-time protocol stack

� The end-to-end communication delay
must be bounded

� All services at all layers must be time-bounded
� Requires appropriate time-bounded protocols

� The 7 layers impose a considerable computation and 
communication overhead…

� The time to execute the protocol stack becomes dominant 
wrt the communication time

� Many real-time networks 
� are dedicated to a well defined application (no need for 

presentation)
� use single broadcast domain (no need for routing)
� use short messages (no need to fragment/reassemble)
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� Application services access the Data Link directly
� Other layers maybe present but not fully stacked
� In process control and factory automation these 

networks are called Fieldbuses

OSI collapsed model

Node A

Network
infrastructure

Communication
System

CNI

Physical

Data Link

Application

Node B

Physical

Data Link

Application
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Rewinding...
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Rewinding…

� The network is the kernel of a distributed system
� Transmits messages by means of network transactions
� Clocks in the nodes diverge unless synchronized
� Clock synchronization requires exchanging a few messages
� Real-time messages can be event- or state-messages
� Networks can be event-triggered or time-triggered leading to 

opposed characteristics wrt simplicity of the protocol implementation 
or the simplicity of enforcing fault-tolerance

� Transmission control can be external or autonomous
� TT networks with autonomous control require judicious use of 

relative phase to avoid high delays and jitter � Time-triggered 
architecture

� ET networks are inherently flexible at run-time
� TT networks are typically static but can use multiple modes or on-

line scheduling of the periodic traffic
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Rewinding…

� The OSI 7 layers reference model imposes 
too much overhead for real-time networks 
(mainly in embedded control applications)

� Real-time properties must be enforced in all layers
� Real-time networks frequently use a collapsed 3 layers structure: 

� physical, data link and application layers
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Part 3
Data Link Layer (DLL) issues
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Data link layer

� Issues related with the data link layer:
�Addressing
�Logical link control – LLC 

�Transmission error control

�Medium access control – MAC
(for shared medium)
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Data link layer

� Addressing
identification of the parts involved in a network 
transaction

�Direct addressing
The sender and receiver(s) are explicitly identified in every 
transaction, using physical addresses (as in Ethernet)

� Indirect (source) addressing
The message contents are explicitly identified (e.g. 
temperature of sensor X). Receivers that need the message, 
retrieve it from the network (as in CAN and WorldFIP)

� Indirect (time-based) addressing
The message is identified by the time instant at which it is 
transmitted (as in TTP)
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Data link layer

� Logical link control (LLC)
Deals with the information transfer at this level
Typical services are:

� Send with immediate acknowledge
Sender waits for acknowledge from receiver.

� Request data on reply
� Send without acknowledge

No synchronization between sender and receiver
� Connection-oriented services

A connection must be established between parts before 
any communication (HDLC style)

� These services define the respective communication 
transactions, e.g., single/multiple packet, type of 
packets
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Data link layer

� Transmission error control 
(particularly useful for wireless networks)
Error detection and action upon it.
Typical actions:

�Forward error correction  (FEC)
� Error correcting codes (more related with the physical layer)
� Or the receiver waits for the next periodic transmission

�Automatic Repeat reQuest (ARQ)
The receiver triggers a repeat request upon error

�Positive Acknowledge and Retry (PAR)
The sender resends if ACK is not received

�From a real-time perspective, ARQ and PAR may 
induce longer delivery delays as well as extra 
communication load
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Data link layer

� Medium access control (MAC)

�Determines the order of network access by 
contending nodes and thus the network access 
delay

� It is of paramount importance for the 
real-time behavior of networks that use a 
shared medium
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Data link layer

� Medium access control - Master-slave
�Access granted by the Master
�Nodes synchronized with the master
�Requires one control message per data 

message
Master

Bus1

Slave 1 Slave 2 Slave N

2
Control mesg

Mesg with
effective data

time

M A M B M C
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Data link layer

� Medium access control - Master-slave
�The traffic scheduling problem becomes local 

to the master � good flexibility wrt scheduling 
algorithms 
(on-line or off-line, any type of processor scheduling)

�For high reliability the master must be replicated
�Master messages are natural synchronization 

points � supports precise tx triggering
�Att: reception instants may vary from node to node, 

depending on the distance to the master
�Ex: WorldFIP, Ethernet Powerlink, 

Bluetooth within each piconet
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Data link layer

� Medium access control – Token-passing
�Access granted by the possession of the token
�Order of access enforced by token circulation
�Asynchronous bus access (generally impossible 

to determine a priori the exact access instants)
�Real-time operation requires bounded token 

holding time

Bus

Node 1

Node N Node 4 Node 3

Node 2
Order of bus

access

Token

Mesg with effective data

T A TB T DC E F

time

Node 1 Node 2 Node 3
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Data link layer

� Medium access control – Token-passing
�TTRT – Target Token Rotation Time

fundamental configuration parameter that determines the time 
the token should take, under heavy traffic, in one round

�RTRT- Real Token Rotation Time
time effectively taken by the token in the last round

�THT – Token holding time
�ST – Synchronous time
�High tx jitter
�Requires mechanisms to handle token losses
�Similar to Round-Robin Scheduling
�Ex: IEEE 802.4, FDDI, PROFIBUS

�
�
�

≤∆
>∆∆

=

−=∆

STST

ST
THT

RTRTTTRT

,
,
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Data link layer

� Medium access control – TDMA
Time-Division Multiple Access

�Access granted in dedicated time-slot
�Time-slots are pre-defined in a cyclic framework
�Tight synchronization with bus time 

(bus access instants are predetermined)
�Requires global (clock) synchronization

Node 1

Node 2
Node 3
Node 4

Node 5

BusA B DC E F

Node 1 Node 2 Node 3

time
Time-slot
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Data link layer

� Medium access control – TDMA
Time-Division Multiple Access

�Addressing can be based on time � High data 
efficiency

�Quality of synchronization bounds efficiency 
(length of guarding windows between slots)

�Typically uses static table-based scheduling
�Ex: TTP/C, FlexRay-sync, TT-CAN, PROFINET
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Data link layer

� Medium access control – CSMA
Carrier-Sense Multiple Access

�Set of protocols based on sensing bus inactivity 
before transmitting (asynchronous bus access)

�There may be collisions
�Upon collision, nodes back off and retry later, 

according to some specific rule (this rule determines, 
to a large extent, the real-time features of the protocol)

B C

Node 1

Node 2

timeBoth nodes sense the
bus and then try to 
transmit
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Data link layer

� Medium access control – CSMA/CD
Carrier-Sense Multiple Access with Collision Detection

�Used in shared Ethernet (hub-based)
�Collisions are destructive and are detected 

within collision windows (slots)
�Upon collision, the retry interval is random and 

the randomization window is doubled for each 
retry until 1024 slots (BEB - Binary Exponential 
Back-off)

�Non-deterministic (particularly with chained collisions)
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Data link layer

� Medium access control – CSMA/DCR
Carrier-Sense Multiple Access with Deterministic Collision 
Resolution

� Collisions are destructive
� back off and retry based on priority

(binary tree search)
� Deterministic
� Ex. G. Le Lann’s

modified Ethernet
(figure by Pedreiras)
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Data link layer

�Medium access control – CSMA/BA (CA?)
Carrier-Sense Multiple Access with Bit-wise Arbitration

� Bit-wise arbitration with non-destructive collisions.
� Upon collision, highest priority node is unaffected. 

Nodes with lower priorities retry right after.
� Deterministic
(e.g. CAN)

B C

time

Node 1 has
higher priotiy

Node 2 transmits
right after

Both nodes sense the
bus and then try to 
transmit

Collision is not
destructive for 
Node 1
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Data link layer

� Medium access control – CSMA/CA
Carrier-Sense Multiple Access with Collision Avoidance (async)

� Access based on sensing bus inactivity during a 
synchronization interval plus a uniformly distributed 
random access interval with probability p (p-persistent)

� Not collision-free  (Ex: IEEE 802.11)

B C

time

Node 1 trasmits
T1+δ1 after request

T1

T2
Node 2 trasmits
T2+deferrals after
request

Node 2

Node 1

T2 deferred

A

Previous 
transmission

δ1

δ2
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Data link layer

� Medium access control – CSMA/CA
Carrier-Sense Multiple Access with Collision Avoidance (with sync)

� Access based on sensing bus inactivity during a 
number of predefined time-slots (mini-slots) after 
reception of a synchronous reference message

� Corresponding mini-slot determines priority
� Collision-free and deterministic   
� (Ex: FlexRay-async (Byteflight), ARINC629-async)

B C

time

Node 1 trasmits
on mini-slot 4

R R1

periodic
reference
message

2 3 5

Node 2 trasmits
on mini-slot 6
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Data link layer

� Medium access control – switched
micro-segmented network with central switching hub

� Nodes send asynchronously messages to the switch 
using point-to-point links – no collisions

� Contention at the network access is replaced by 
contention at the output ports

(e.g. Switched Ethernet, ATM)
Outports with
queues

Switching
matrix

Inports

Shared memory to 
hold the queues

Address to port
resolution table

Switch CPU
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Data link layer

� Medium access control – switched
micro-segmented network with central switching hub

�The switch handles incoming messages, 
interprets the destination address and, if known, 
routes the message to the respective outport 
(forwarding)

�For multicasts, broadcasts or unknown 
addresses, the switch forwards to all outports 
(flooding)

�No collisions, concurrent messages for the same 
port are queued in memory and sent in sequence

� In principle, it is deterministic but
�Possible priority inversions in queues!
�There may be queue overflows!
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Data link layer

Medium access
control

Controlled
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Centralized
control

Uncontrolled
access

Distributed
control

Master/
Slave Token-

passing
TDMA

CSMA/
CDCSMA/

DCR
CSMA/

BA

CSMA/
CA

Explicit control Implicit control

...

Hybrid
...

...

...

synchronous

switched

Frequency
multiplexing Temporal multiplexing
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Part 4
The perspective of control applications
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Control applications requirements

� Most feedback control applications are based on:
� Digital systems  (digital control)
� Equidistant sampling 
� Low sampling-actuation delay (wrt sampling period)

� Some applications use multi-rate approaches in which 
several different rates need to be supported 
(but normally integer multiples of a lower rate)

� New trends toward open control systems require 
supporting several independent feedback control 
applications, and possibly other applications, with

� Different periods (unrelated)
� Variable load

1010--14 July 200614 July 2006 1st European Lab for Real1st European Lab for Real--Time and Control Embedded Systems Time and Control Embedded Systems -- Pisa, ItalyPisa, Italy 8888

RealReal--TimeTime Networks forNetworks for ControlControl SystemsSystems ©© LuisLuis AlmeidaAlmeida ARTIST2ARTIST2

Control applications requirements

 

rk ek uk 

yk 

u(t) y(t) G(s) Gc(z) 

D/A 

A/D D/A

A/D

H(s)

Digital controller

Controlled plant

Sensor

Actuator

Controlled
output

Set-point

Instant t=O+kTSample k

Control law

Equidistant sampling
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Control applications requirements

� A digital controller must, at least, execute the:
� Sampling of the controlled output
� Control law (including state update if required)
� Actuation on the controlled plant

� Other more complex controllers also execute:
� On-line system identification
� Control law adaptation
� ...

  sampling 

rk-1 rk rk+1 

WCET 

�k 

hk-1 hk 

WCET 

�k-1  actuation 

Ctrl law Ctrl law

Near ideal execution patternStrict
periodic

activation Constant
execution time
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Controller implementation aspects

� However, there are many implementation options 
that impact largely on the accuracy of the controller 
temporal behavior:

� Is the controller using a multi-tasking kernel?
� If yes, are there higher priority tasks, or blocking lower 

priority ones?
� Is the controller centralized or distributed?
� If distributed, how are the several functionalities 

allocated to the different nodes?
� Is the network shared with other message streams?

Periodic sampler
triggering S A

SO, ISR HP tasks Netw tx HP tasks

Sample & 
control

Actuator

time
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Controller implementation aspects

� The use of a distributed architecture imposes more 
constraints on the controller because the induced 
delays are larger and potentially variable
(wrt to a centralized implementation)

� Typical problems arise from
� Longer control delay (sampling-actuation delay)
� Jitter in the control delay
� Jitter in the sampling interval
� Retransmissions/omissions caused by transient errors
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Controller implementation aspects

� These deviations from the precise regular pattern 
considered in the most common control theory cause 
degradation in the control performance

� Increased delays ���� reduced phase margin

� Ways to reduce such impact
� Use new control theories adapted to variable parameters
� Use an infrastructure that minimizes such variations
� Use both !

Here, we focus on this…
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Distributed controllers - DCCS

� Mainly in embedded DCCS, it is typical to use simple 
nodes, running one single thread each, and 
connected through a network

� In this case, the network has the strongest impact 
on the controller temporal behavior and thus on the 
control performance

Network
We need low latency
communication and
with low jitter !

G(s)
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DCCS hardware architectures

� Sensor + Controller + Actuator
�Local control of small plants

�E.g., individual speed control of each wheel in a robot

�Control delay is minimal
�Network is used to send set-points, configuration 

and carry out monitoring or retrieve logging

Unidade Controlo,
Sensor e Actuador

fieldbus

Processo

Set-points Figure adapted from
(Pinheiro, 2005)
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Actuador
Sensor e 

Controlador

Processo

fieldbus

DCCS hardware architectures

� (Sensor + Controller) / Actuator
�Two nodes involved in the control loop
�More flexible deployment
�One message stream within the control loop

�Longer control delay
�Potentially with more jitter

Set-points
Figure adapted from
(Pinheiro, 2005)
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Controlador e
ActuadorSensor

Processo

fieldbus

DCCS hardware architectures

� Sensor / (Controller + Actuator)
�Same as previous

Set-points

Figure adapted from
(Pinheiro, 2005)
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Processo

Controlador
Sensor Actuador

fieldbus

DCCS hardware architectures

� Sensor / Controller / Actuator
�Three nodes involved in the control loop
�Most flexible deployment
�Two message streams within the control loop

�Longest control delay
�Potentially with more jitter

Set-points Figure adapted from
(Pinheiro, 2005)
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DCCS hardware architectures

� (Sensor + Actuator) / Controller
�Two nodes involved in the control loop
�Flexible deployment
�Two message streams within the control loop

�Longest control delay
�Potentially with more jitter

Set-points

Actuador

Processo

Sensor

fieldbus

Controlador

Figure adapted from
(Pinheiro, 2005)
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TT and ET architectures in DCCS

� Time-triggered architecture
� Low jitter requires the sensor, controller and actuator 

tasks to be synchronized with the network
�Avoid relative phase drifts

� Low latency requires a careful use of relative phases 
(offsets) of the sensor, controller and actuator tasks
�So that the respective information flows as soon as 

possible along the control transaction (short end-to-
end delay)

Sensor

Controller
& actuator

Message M ...

τ

h
3 independent
periodic entities
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TT and ET architectures in DCCS

� Event-triggered architecture
� Control delay and its jitter depend strongly on the current 

network load
�With high loads, high jitter is unavoidable (lack of sync)

� With low network load, the actions of the control 
transaction, i.e. sensor, controller and actuator, are 
executed in sequence with minimal delay (dataflow 
fashion) leading to low latency
�The network induced delay can be minimal

time

Interference

h

Sensor
Controller
& actuator

τn

Message

τn+1 Only sensor is periodic, 
message and c&a are 
triggered in sequence
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Rewinding…

� Delays can be larger and more variable (higher jitter) in 
distributed systems than in centralized ones

� Special care must be taken with distributed feedback
controllers that must cope with such delays and jitter

� The more communication involved in a feedback loop 
the higher the potential for interference from the network 
traffic

� Global phases (offsets) give some level of control over
the transmission jitter

� TT models – good potential to reduce jitter but less flexible, 
more complex to deploy (requires tight sync for low delay)

� ET models – inherently high jitter but simple to use and 
potentially lower delay up to high loads
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Generally, remember…

� The network is a communication system that 
delivers services

� Real-time operation requires time-bounded services 
� use appropriate protocols and paradigms

� Each protocol and paradigm has an impact on the 
global system properties

Be sure you choose the right ones!


